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Abstracts - Financial anomalies like extra billing, underreporting, and mismatching transactions often need intelligent 

mysterious data fusion strategies. Conventional detection models work under an assumption of using single-modal input 

and fail to consider complex interdependencies between operational logs and financial records. The present work 

proposes a first-of-its-kind multi-modal framework based on GANs for aligning machine activity logs and financial 

transaction streams relevant to anomaly detection. In learning the latent correlation between system performance metrics 

and billing events, the proposed Multi-Modal GAN can thereby pointing out inconsistencies which indicate possible 

wrongful behavior or operational error. Training and validation were performed on both synthetic and real datasets 

obtained from IoT-enabled industrial domains. The results show a significant improvement in detection accuracy and 

reduction in false positives when compared to baseline models, such as Autoencoders and One-Class SVMs. This research 

provides a prospective scalable solution for proactive financial monitoring in automation-driven industries, indicating the 

possibility of its real-time deployment in edge computing infrastructures and ERP-integrated audit systems. 

 

Keywords - Multi-Modal GAN, Anomaly Detection, Financial Fraud, Machine Logs, Industrial IoT, Cyber-Accounting, 
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1. Introduction 
1.1. Background and Motivation 

While advance technologies were made available across industries, lots of operational and financial data continued to be 

generated and stored. Industrial IoT equipment generates detailed machine logs, documenting events such as uptime, usage cycles, 

and power and performance metrics. In parallel, ERP systems document different financial transactions such as billing entries, 

inventory movement, and invoicing [1], [2]. The two data streams are different; however, they are closely related. For instance, an 

accounting entry correlating to the production of 1,000 units should correspond with production logs showing that amount of 

production. Yet, all too often, the opposite of such truth is put forward, thanks to human error, software bugs, or outright fraud. 

Observations related to overbilling, phantom transactions, and misreporting occur. Detection of such anomalies is gaining 

importance, especially under compliance-oriented sectors like finance, healthcare, and manufacturing [3].  

 

1.2. Challenges of Conventional Techniques for Anomaly Detection 

Conventionally, investigation of fraud is carried out through good old rule-based systems or statistical thresholds. Though 

readily implementable, these systems are generally static in their approach such that they lack any form of adapting to modern-day 

examples-anorganic, non-linear, multi-source data environments [4]. Even advanced machine learning models like Autoencoders 

and One-Class SVMs will work in single-modality analysis-that is, they will excel under highly isolated conditions (e.g., 

transaction logs only) yet will struggle with understanding the domain correlations essential to detect complex inconsistencies 

between domains [5]. 

 

1.3. Proposed Solution: Multi-Modal GAN 

We propose a novel Multi-Modal Generative Adversarial Network (GAN) to jointly model the distributions of machine 

activity logs and financial transactions. A key feature of our GAN architecture is that the discriminator tries to discriminate 

between legitimate pairs and anomalous pairs; on the other hand, the generator attempts to create fake pairs that are 

indistinguishable from legitimate ones. The adversarial training will yield a robust detection model, capable of adapting to 

previously unseen inconsistencies in the two domains [6], [7]. 
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1.4. Visualizing Anomaly trends 

Below we can visualize on a graph the trends of anomalies over time from machine logs, financial records, and multi-modal 

detection (simulated data): 

 
Fig 1: Daily Anomaly Trends Across Modalities 

Source: Simulated by authors based on synthetic data to demonstrate daily anomaly patterns in machine logs, financial 

transactions, and combined multi-modal detections. 

 

1.5. Performance Benchmarks 

We evaluated the Multi-Modal GAN model against standard methods. The following table shows the accuracy, precision, and 

recall of each: 

Table 1: Multi-Modal GAN Outperforms Traditional Single-Modal Detection Techniques 

Model Accuracy Precision Recall 

One-Class SVM 0.76 0.72 0.70 

Autoencoder 0.84 0.80 0.79 

Multi-Modal GAN 0.92 0.90 0.91 

 

1.6. Applications in Industry and Consequence 

The possibilities of solid identification of anomalies in various modes are to enter many industries. In smart manufacturing the 

example model can stop fraudulent invoicing associated with shortfalls in production. In banking, failure points such as such 

events, which are not in line with the operational behavior, can point out when they happen to occur. Built into real-time systems 

through edge computing, such architectures give capability for proactive anomaly alerts along with automated audit trail generation 

[8], [9]. 

 

1.7. Principal Contributions 

This paper contribute the following: 

• A new multi-modal GAN architecture meant for anomaly detection. 

• An application aligned with data containing machine and transaction streams.  

• Performance evaluation that compares GAN vis-a-vis traditional most ML.  

• Trend visualizations regarding anomalies and cross-domain correlation. 

 

2. Related Work 
2.1. Conventional Techniques for Anomaly Detection 

Statistical approaches are the ones applied by financial systems to detect anomalies, following a long way: Z-score analysis, 

isolation forests, or rule-based systems. Ahmed et al. [1] surveyed many statistical methods related to financial domains, arguing 

that most of them lack sensitivity to distributional assumptions and are not flexible enough for concept drift. These methods, 

however, do not perform better in a situation where unstructured or cross-domain data exists (such as machine logs + financial 

records). Stojanović et al. [2] took this to the next level by using ensemble learning such as Random Forests but combined with 

rules manually crafted for fraud detection in FinTech systems. This is, however, demanding very high human effort for real-time 

rule definition and frequent retraining of the model under changes in the system. 
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2.2. Deep Learning towards Anomaly Detection 

Deep learning techniques such as Autoencoders and Convolutional Neural Networks (CNNs) have provided a better 

robustness compared to conventional approaches for detecting hidden anomalies in structured and temporal datasets [3]. Garg et al. 

[4] used deep autoencoders for network anomaly detection with an IoT-based system to show how powerful unsupervised learning 

could be at detecting different patterns without explicating labels. 

 

More recent research has focused on the use of Generative Adversarial Networks (GANs) for anomaly detection concerning 

financial systems. Ba [5] was such a notable author that proposed a model GAN trained with credit card transactions, achieving 

very good results in capturing rare fraudulent behaviors that are not easily found in ordinary datasets. 

 

2.3. Multi-Modal GANs and Cross-Domain Fusion 

The concept of multi-modal GANs for anomaly detection continues to draw emerging attention. Zhu et al. [6] used GANs to 

synthesise financial transaction data for training fraud detection models in the data-scarce environment. Dixit [7] expanded that by 

fusing machine operational data with financial records through Multi-Modal GAN architecture, setting a benchmark in cross-

domain fraud detection. The system proposed in this paper enriches these ideas by linking operational accounts to billing anomalies 

in real-time. 

Table 2: Summary of Related Work 

No. Author(s) & Year Model Used Data Type Domain 

1 Ahmed et al. (2016) Statistical Thresholds Financial Transactions Finance 

2 Stojanović et al. (2021) Random Forest + Rules FinTech Records FinTech 

3 Garg et al. (2020) Deep Autoencoder IoT Logs IoT & Cybersecurity 

4 Zhu et al. (2021) GAN Synthetic Transactions Finance 

5 Dixit (2021) Multi-Modal GAN Machine + Billing Logs Industrial Finance 

6 Ba (2019) GAN Credit Card Transactions Banking 

Source: Compiled by the authors based on data and models described in references [1]–[7]. 

 
Fig 2: A Summary of Key Contributions in the Literature 

 

Source: Designed by the authors based on architectural principles from GAN literature and multimodal deep learning frameworks 

as discussed in references [5]–[7]. 

 

3. Methodology 
3.1. Overview  

This particular model proposes connecting machine activity logs to financial transactions by means of multi-modal generative 

adversarial networks (MM-GAN) for the detection of anomalies like over-billing, phantom transactions, or machine 

underutilization. For this purpose, both forms are joint distribution learning from one another as data sources. Unlike unimodal 

inputs like images or sequences on which traditional GANs are based, MM-GAN processes dual input modalities-sensor logs and 
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financial entries-to learn their interdependent patterns. The system comprises encoders for both modalities, fusion layer, and 

adversarial training between generator and discriminator. 

 

3.2. Multi-Modal Data Preprocessing  

Machine logs and financial transactions originate from different formats but have timestamps in their respective entries. 

• Machine Logs: Continuous streams with RPM, power, cycles counts, etc. 

• Financial Records: With specific amounts, invoice IDs and the nature of transactions. 

 

Process Steps: 

• A time stamp aligner used for window-based joining. 

• Normalization of numerical features. 

• Using one-hot encoding to encode categorical data such as payment types. 

• Using sliding windows for time segmentation. 

 

3.3. Architecture of GAN  

This system follows a conditional GAN paradigm where it tries to produce the log-transaction pairs within a realistic sphere. 

The system would accomplish this by isolating a real transaction from that which would be classified as fake by the discriminator. 

Here, the generator has conditioned itself upon encoded features from the machine and financial features. 

  
Fig 3: Architecture of the Proposed Multi-Modal GAN System 

 

Source: Designed by the authors based on architectural principles from GAN literature and multimodal deep learning frameworks 

as discussed in [1], [4], [6]. 

Table 2: Model Components 

Component Description 

Encoder 1 Extracts latent features from machine logs 

Encoder 2 Extracts latent features from financial records 

Fusion Layer Concatenates or applies attention across encodings 

Generator (G) Generates synthetic log-transaction pairs 

Discriminator (D) Classifies input pairs as real or fake and learns anomaly boundaries 

Output Layer Flags anomalies based on discriminator uncertainty and confidence score 

 

Table 3: Training Configuration 

Parameter Value 

Optimizer Adam 

Learning Rate 0.0002 

Batch Size 128 

Epochs 200 

Loss Function Binary Cross-Entropy 

Regularization Dropout, BatchNorm 

Source: Authors’ experimental setup, consistent with best practices from [2], [5], and [7]  
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3.4. Anomaly Scoring Framework 

A confidence score is assigned by the discriminator after being trained to each sample: 

• Low score → Likely anomalous.  

• High score → Consistent with training data distribution.  

 

Flagging is done for the anomalies through thresholding on the discriminator output and using: 

• Reconstruction Losses (Optional) from the Generator. 

• Statistical deviation from baseline Data Distribution. 

 

3.5. Evaluation Pipeline 

To benchmark, the MM-GAN system has been utilized based on both synthetic and real-world datasets with anomalies 

injected. 

Table 3: Detection Accuracy Across Models 

Model Accuracy Precision Recall 

One-Class SVM 0.76 0.72 0.70 

Deep Autoencoder 0.84 0.80 0.79 

Multi-Modal GAN 0.92 0.90 0.91 

Source: Authors’ experiments, validated on a controlled industrial finance dataset. 

 

3.6. Implementation Tools 

• Frameworks: PyTorch and TensorFlow 

• Data Handling: Pandas, NumPy 

• Visualization: Matplotlib, NetworkX 

• Deployment: Containerized Microservice via Docker, Inference API via FastAPI 

 

4. Results 
4.1. Training Convergence 

This Multi-Modal GAN trained for 100 epochs with Adam optimizer and binary cross-entropy loss... antagonizingly had to 

make sure that the generator was on top of the losses computed from the discriminator in the penultimate epoch as a train stability 

estimate. 

 
Fig 3: GAN Training Loss Curves Over 100 Epochs 

Source: Generated by authors using simulated GAN training metrics based on synthetic anomaly datasets. 

 

The generator loss, seen in Figure 3, has continuously decreased with better synthetic pair generation. The discriminator loss 

seemed to fluctuate a bit, and that was due to the adversarial process of training; however, it finally stabilized, indicating that both 

networks-that of the generator and the discriminator-experience a fair learning process. 

 

4.2. Evaluation Metrics 

• To capture the anomaly detection performance, he employed: 

• Accuracy: Accurate normal/anomaly pair classification. 

• Precision: Anomalies correctly picked from the flagged anomalies. 

• Recall: Anomalies correctly picked among all the anomalies. 
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4.3. Benchmarking Against Baselines 

We benchmarked against popular baseline models, including One-Class SVM and Deep Autoencoder, to pound on the Multi-

Modal GAN. 

Table 4: Model Performance Metrics 

Model Accuracy Precision Recall F1-Score 

One-Class SVM 0.76 0.72 0.70 0.71 

Deep Autoencoder 0.84 0.80 0.79 0.795 

Multi-Modal GAN 0.92 0.90 0.91 0.905 

Source: Authors’ experimental evaluation on simulated datasets with ground-truth anomalies. 

 

4.4. Analysis with a confusion matrix  

A confusion matrix, as in figure 5, provides the error distribution across true and predicted labels for multi-modal GAN. This 

model exhibited notably strong precision and recall, particularly for minimizing false positives- key concern in financial audit 

systems. Low rates of false positives will mean that genuine records will not be wrongly flagged and will prevent excessive 

escalation and investigation [2], [6]. 

 
Fig 5: Confusion Matrix for Multi-Modal GAN Predictions 

Source: Generated by authors using simulated prediction data. 

 

This result highlights the discriminator's capacity to generalize anomaly behavior from fused inputs rather than isolated 

streams a behavior not observed in One-Class SVM or Autoencoder baselines [7]. 

 

4.5. Case Studies of Anomalies in Visual-Mannerisms 

To verify the real-world applicability, we successfully injected control anomalies and found that in several cases, the model 

maintained successes: 

• A large transaction amount with low machine output was correctly flagged against potential billing fraud. 

• The existence of multiple records related to payment not employed on any machine ID hinted at ghost entries or malicious 

injections. 

• A case where the timestamps at which these operational and financial events occurred were not aligned were spotted, a 

classic miss of the unimodal systems. 

• The case studies here emphasize the importance of temporal and contextual alignment within multimodal systems [3], [8]. 

 

4.6. Real-Time Performance and Inference Ratios 

The model was containerized with Docker and deployed with FastAPI as a REST API. For the current performance 

benchmarks, it could consume 1,000 pairs of inputs in less than 2.1 seconds, thus marking itself as a fitting choice for real-time 

injections of entropic abnormalities in data streams.  

 

In contrast with Autoencoders and Isolation Forests, that further need some post-processing and batch scans, this forward 

inference mechanism provides practically for instant alerts. There are benefits should be noted [4]. 
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4.7. Ablation Studies 

To gauge how each module was expected to generate for our model, we carried out an ablation study by removing the fusion 

layer. This consequently decreased the model's accuracy from 0.92 to 0.86, therefore making an affirmation of the indispensability 

of a multimodal integration in anomaly detection [1], [5]. The fusion layer in the first instance provides in-instance coupling for 

entity-embedding representation learning, so that such subtle interdependencies intertwining the operations and financial behaviors 

are easily captured. 

 

5. Discussion 
5.1. Error Analysis and Confusion Dynamics 

When models are to be deployed in sensitive environments like finance, it becomes essential to understand where they fail. 

Therefore, we tried to analyze the model performance in several respects. Specifically, we looked at false positives and false 

negatives when confusion matrix metrics were used. 

Table 6: Model Error and Precision Comparison 

Model False Positives False Negatives Precision Recall 

One-Class SVM 22 28 0.72 0.70 

Autoencoder 15 21 0.80 0.79 

Multi-Modal GAN 6 9 0.90 0.91 

Source: Authors’ experimental analysis using synthetic transaction and machine log datasets. 

 

The Multi-Modal GAN greatly reduced false positives by six and false negatives by nine compared to the One-Class SVM and 

Autoencoder baselines. This is crucial for production, where false positives can lead to unnecessary audits, while false negatives 

from missed anomalies may result in undetected fraud [2], [7]. 

 

5.2. Comparative Performances at Scale 

Scaling performance of the models was evaluated by using larger training data sets. Incremental gains in the F1 score have 

been observed for the Multi-Modal GAN that is better than both the baselines as illustrated in the following diagram. 

 
Fig 6: F1-Score Trends with Increasing Training Data 

Source: Simulated evaluations by authors; each point averaged over 5 runs. 

 

The improvement results are testimony to the higher generalization ability of GANs when there is more data and are a key 

aspect for large financial infrastructure and smart factories whose datasets are in constant expansion [4]. 

 

5.3. Real-Time Inference and Deployment Readiness 

The model was deployed via Docker in microservices architecture, with FastAPI acting as the inference endpoint. The model 

scored 1,000 transactions in less than 2.1 seconds, taking into account preprocessing and model scoring. 

 

On the other hand, autoencoders were relatively heavy both in terms of computation and memory when used for batch 

processing, and SVMs were not scalable for feature-rich data streams. That real-time application potential is good enough to 

become a working model for edge or cloud-based anomaly alert pipelines [1]. 
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5.4. Visual Anomaly Insights and Behavioral Detection 

While checking, the Multi-Modal GAN consistently flagged: 

• High value transactions with no corresponding machine logs. 

• Invoicing for machines that were inactive, undetected by unimodal systems. 

 

Temporal misalignments between operation and billing times. 

These behaviors went undetected by autoencoders and rule-based systems, which further underscores the significance of 

multimodal context awareness [5]. 

 

5.5. Model Robustness via Ablation Studies 

We ran tests for ablation by removing the fusion layer, which caused drops in performance. 

Table 7: Model Robustness via Ablation Studies 

Configuration Accuracy Precision Recall 

With Fusion Layer 0.92 0.90 0.91 

Without Fusion Layer 0.86 0.80 0.83 

Source: Authors’ ablation study using the same architecture without cross-modal fusion. 

 

This backward pattern highlights the importance of cross-domain representation in understanding the true semantics of 

machine-finance interaction [6]. 

 

5.6. Limitations and Ethical Consideration 

Challenges lie with the GAN-based models, despite their outstanding performance: 

• Their training is very sensitive and must be very carefully tuned. 

• Insecurity risks constrain the model's acceptance for use in the context of regulation. 

• Bias boosting may exaggerate if training data has an orientation towards some certain behavior [3]. 

• The future work should include XAI modules and fairness audits across business lines or classes of machines. 

 

6. Conclusion 
In the modern setting, the integration of different data streams for operations and finance is a challenge that can be considered 

an opportunity. The current study proposes a novel Multi-Modal Generative Adversarial Network (MM-GAN) design for real-time 

detection of discrepancy between machine logs and financial transactions. The presence of both modalities helps decode little 

behavioral signals often hidden from sight of either unimodal methods or rule-based detection.  

 

6.1. Accomplishments 

The current research unfolded multiple breakthroughs due to the architecture, and moreover the practicality of using such 

techniques for anomaly detection, as follows: 

• Cross-Domain Detection: The MM-GAN model captures latent relations existing between machine logs and financial 

transactions, which are sensitive for identifying various fraud types like over-billing, phantom entries, and time-stamp 

unparalleled.  

• High Performance: MM-GAN outperformed well and outdid One-Class SVM and Autoencoders across all metrics, 

namely accuracy (0.92), precision (0.90), and recall (0.91)—a finding that held especially true with increased size of 

training samples. This is evidence for its ability to generalize between various scales of data and adapt to high-

dimensional characteristics.  

• Investigational Viability: The model's 2.1-second inference time for 1,000 data pairs is an indirect testament to its 

applicability in real-time operations within edge computing or the homeland of ERP-based fraud detection. This was 

successfully inspected through deployment testing on a microservice architecture employing Docker and FastAPI, which 

further bridges the gap between research and operationalization.  

• Error Reduction: The MM-GAN model substantially minimized the number of both false positives (6) and false 

negatives (9) as seen in the confusion matrix and error comparison table. This organized for the highly reliable alerting 

system and prevents over-audit scenarios and anomalies being missed altogether.  

• Behavioral Anomaly Detection: In the realm of behavioral anomalies, the GAN with particular force brought to light, all 

at latency, such oddities as extraordinarily high-value transactions with no machine output or a multiplicity of charges 

triggered from assets that had been listed as nonfunctional, yet indicating the strength of the semantics fusion layer and the 

adversarial design.  
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6.2. Implications in Industry and Research 

The proposed architecture provides immediate boost in accordance with the industrial framework, wherever operational 

systems and financial transactions coexist, including manufacturing, utilities, logistics, and healthcare. It establishes a kind of 

prototype from the synergy of field data and business systems, thereby serving as a platform for fraud identification also working 

toward compliance control and operational excellence. 

 

Likewise, this accommodates the RegTech, auto-audit, and different intelligent decision-making systems with a paradigm such 

as multimodal learning that improves overall transparency and responsiveness [2, 5]. 

 

6.3. Limitation and Recommendations for Future Works  

The study has some potential weaknesses to address: 

• Interpretability: Like most GANs, machine learning acts as a black box. On the next step toward market adoption in 

regulated sectors is its integration with frameworks that support interpretable AI (XAI), such as SHAP or LIME [3].  

• Alignment-Based Data Sensitivity: The system requires a good deal of correct alignment of timestamping inputs. Time 

drift and also inconsistent logging formats may diminish detection performance. Future improvement versions might 

propose time-series alignment modules or attention-based fusions [6].  

• Domain Generalizability: While tested on simulated industrial-financial data, domain adaptability from the 

manufacturing domain to another, e.g., healthcare, still remains to be verified. One improvement option could further 

develop transfer learning and domain-shift strategies [7]. 

 

Table 7: Summary of Key Experimental Findings and Technical Outcomes 

Contribution Result/Outcome 

Detection Performance 0.92 accuracy, 0.90 precision, 0.91 recall 

Processing Speed 2.1 sec / 1,000 samples (real-time viable) 

Anomaly Case Detection Behavioral + temporal + entity-based anomalies 

False Positive Reduction Reduced from 22 (SVM) to 6 (MM-GAN) 

Scalability Improved F1-score with increasing data size 

Source: Compiled by the authors based on experimental results and performance analyses presented in Sections VI and VII. 
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