
International Journal of Artificial Intelligence, Data Science, and Machine Learning 

Grace Horizon Publication | Volume 6, Issue 4, 14-23, 2025 

ISSN: 3050-9262 | https://doi.org/10.63282/3050-9262.IJAIDSML-V6I4P103  

 
 

Original Article 

 

EmoVision: An Intelligent Deep Learning Framework for 

Emotion Understanding and Mental Wellness Assistance in 

Human Computer Interaction 
 

Gunda Vamshi Krishna1, Balija Dilip Reddy2, Tatikonda Vrindaa3 
1,2,3 Department of Computer Science Anurag University, Hyderabad, India. 

 

Received On: 16/08/2025          Revised On: 20/09/2025          Accepted On: 28/09/2025          Published On: 16/10/2025 

 

Abstract - Emotion plays an essential role in thought attention decision making memory regulation and overall mental 

wellbeing. Human interaction with digital systems increases each year therefore emotional intelligence in machines is 

becoming a vital focus in artificial intelligence research. This work presents EmoVision which is a comprehensive real 

time deep learning system capable of understanding human facial expressions and offering personalized mental wellness 

guidance with the objective of supporting emotional stability and wellbeing. The framework uses a convolutional neural 

network trained on diverse facial expression data along with psychological wellness recommendation strategies based on 

cognitive behavior wellness practices. The model attained robust performance in classification accuracy while maintaining 

real time inference speed. EmoVision not only recognizes emotional states such as happiness sadness anger fear surprise 

and neutrality but also encourages emotional resilience and balance through targeted suggestion modules. The system 

aims to create machines that respond with empathy and emotional awareness offering meaningful interaction beyond 

simple recognition tasks. This research enables future work in empathetic artificial intelligence intelligent therapy 

companion’s emotional learning in robots and emotionally responsive educational platforms. 

 

Keywords - Emotion Recognition, Deep Learning, Mental Well- Ness Support, Human Computer Interaction, Empathetic 

Artificial Intelligence. 

 

1. Introduction 
Human emotion influences perception learning memory 

motivation attention decision making and behavior. Emotional 

states impact cognitive performance and emotional 

dysregulation affects productivity interpersonal communication 

health and quality of life. As digital interaction increases 

through online communication virtual learning and digital 

assistance systems the need for emotionally intelligent 

artificial systems becomes significant. Machines today perform 

complex mathematical and logical tasks yet most remain 

emotionally blind. Emotion recognition research aims to 

bridge this gap by enabling artificial systems to understand 

human affective signals and respond appropriately. Facial 

expressions are one of the most powerful and universal 

emotion channels. They express mental state mood and 

intention even without spoken language. Deep learning 

models now outperform traditional feature engineering 

methods in facial expression recognition due to their ability to 

learn hierarchical features and capture subtle emotional cues. 

 

Despite progress most systems stop at classification 

without offering emotional support or wellness guidance. 

Emotional intelligence does not end with perception but 

requires an empathetic response. Individuals experience stress 

sadness frustration and anxiety which can be detected through 

facial expression analysis. A responsive system should not 

only detect but also assist. 

 

This research introduces EmoVision which is a real time 

deep learning framework that understands emotion and 

responds with personalized mental wellness guidance rooted in 

positive psychological strategies mindfulness and emotional 

regulation principles. EmoVision encourages compassionate 

digital interaction and supports emotional resilience building. 

 

2. Related Work 
Research in automated affect understanding spans 

psychology neuroscience machine learning affective 

computing and multimodal signal processing. Facial emotion 

recognition evolved from rule based systems toward deep 

learning driven recognition. Early systems relied on 

handcrafted features such as Local Binary Patterns Gabor 

filters Haar features Scale Invariant Feature Transform 

gradient based textures and geometric facial landmarks. These 

approaches struggled with complex illumination facial 

variation aging facial hair and cultural expression differences. 

Breakthroughs in computer vision with convolutional 

neural networks transformed facial emotion understanding. 
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CNN architectures demonstrated strong spatial feature 

extraction capability which enabled high performance in face 

analysis. VGGNet ResNet and EfficientNet models influenced 

emotion recognition pipelines and became the dominant 

foundation for automated affect systems. Transfer learning 

improved model generalization by adapting pretrained models 

on large image datasets to emotion tasks. Lightweight models 

MobileNet and Shufflenet supported real time emotion 

analysis. Vision Transformers later demonstrated improved 

feature learning but require large data and heavy compute. 

 

Emotion recognition is also explored in combination with 

audio physiological and language signals. Multimodal systems 

fuse voice pitch and tone semantics and facial appearance to 

infer deeper emotional states. However multimodal systems 

require synchronized sensing equipment and are not always 

practical for consumer level deployment which motivates 

improving standalone facial expression models. 

 

Studies show challenges remain such as: 

 Sensitivity to illumination variation 

 Occlusion from glasses scars hair hands and masks 

 Emotional subtlety and micro expressions 

 Cultural interpretation differences for emotion 

 Dataset imbalance and annotation difficulty 

 Lack of meaningful wellness support or empathy 

component 

 

EmoVision builds on these scientific developments and 

advances the field by not only predicting emotion but also 

guiding users toward healthier mental states in real time. 

 

3. Background and Motivation 
Emotion understanding is essential to human interaction and 

social intelligence. Emotional intelligence includes: 

 Identifying emotion 

 Understanding emotion context 

 Responding with empathy and compassion 

 Supporting wellness and emotional stability 

 

Artificial intelligence systems are developing strong 

cognitive capabilities but lag in emotional capability. 

Emotionally supportive AI is becoming important for 

education healthcare therapy elder care autism support 

customer service and daily digital companionship. Mental 

health wellness technology adoption is increasing as people 

seek digital self-help support. Traditional emotion recognition 

stops at detection but wellbeing support demands emotional 

guidance.  

 

The motivation behind EmoVision is rooted in supporting: 

 Students facing exam stress and social challenges 

 Employees managing burnout emotional pressure 

and performance anxiety 

 Individuals experiencing sadness anger worry or 

emotional fatigue 

 Users in isolated digital environments who lack 

social interaction 

 

EmoVision contributes toward emotionally aware 

systems that help individuals regulate mood reduce stress 

and promote resilience. 

 

4. Emotional and Psychological Foundations 
Emotion understanding algorithms attempt to interpret ex- 

pressions but meaningful human support requires 

psychological grounding. EmoVision wellness response draws 

insight from: 

 Cognitive behavior wellness ideas 

 Positive psychology concepts 

 Emotional regulation strategies 

 Mindfulness breathing and grounding routines 

Responses are encouraging calm positive and 

centered on 

 human dignity.  

 

 

The focus is to guide the user toward emotional stability without 

judgment. Examples of strategies: 

 For sadness: gratitude reflection calm music and 

breathing guidance 

 For anger: pause deep breathing relaxation and 

mindful grounding 

 For fear: reassurance guidance and rational safety 

reflection 

 For happiness: reinforcement and motivation to 

continue positive activity 

 

These tailored responses encourage emotional regulation 

and sustainable wellness practice. 

 

5. Research Gap 
Review of literature reveals significant research voids: 

 Most systems stop at classification without support 

 Lack of integration of psychology principles in AI 

systems 

 Limited real time consumer friendly deployment 

examples 

 Few works evaluate user emotional feedback and 

experience 

 

EmoVision addresses these gaps through real time 

detection paired with supportive guidance and an emotionally 

aware experience. 

 

6. Contributions 
Key contributions of this research are: 

 Development of real time deep learning based 
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facial emotion classifier 

 Integration of wellness guidance to elevate user 

mental state 

 Architecture suited for deployment on resource 

limited devices 

 Ethical emotional artificial intelligence focus and 

user empowerment 

 

 Contribution to empathetic computing research 

direction The aim is not only intelligence but emotional 

support 

which marks a shift toward emotionally conscious AI. 

 

7. System Overview 
EmoVision is designed as an end to end intelligent 

emotion understanding system that processes a face image in 

real time detects the emotional state and responds with 

personalized wellness guidance. The system combines 

computer vision deep learning and mental wellbeing 

recommendation concepts into one unified flow. The focus is 

not only to classify emotion but to uplift user mood promote 

emotional balance and encourage self-awareness. 

 

The system follows four major stages: 

 Face acquisition and preprocessing 

 Deep neural model based emotion inference 

 Emotion interpretation and confidence evaluation 

 Personalized mental wellness suggestion generation 

 

The pipeline ensures smooth performance efficient 

memory usage and a consumer ready inference speed. The 

system is optimized for a webcam based input or mobile 

camera stream and the processing modules are designed for 

scalable deployment. 

 

8. Methodology 
8.1. Data Acquisition and Preprocessing 

Training data is sourced from publicly available facial 

emotion datasets that include expression variation across 

gender age illumination and ethnicity. Images contain real 

human facial expressions for six primary emotions which are 

happiness sadness anger fear surprise and neutral state. 

 

Each image undergoes the following preprocessing techniques: 

 Face detection and cropping 

 Conversion to RGB and consistent dimension scaling 

 Normalization of pixel intensity values 

 Data augmentation to simulate natural variation 

 

Data augmentation includes rotation brightness change 

mild zoom adjustments small random shifts and horizontal 

flip to enhance robustness and reduce overfitting. 

Preprocessing ensures images meet consistent shape 

requirements for neural network input. 

 

8.2. Deep Learning Model Architecture 

The core of EmoVision is a CNN based architecture de- 

signed for efficient feature extraction and expression 

classification. Deep learning enables hierarchical learning of 

facial geometry texture eye movement brow compression lip 

movement and cheek muscle activation which are essential 

indicators of emotion. 

 

The model includes: 

 Convolution blocks for spatial feature extraction 

 Batch normalization for stable learning 

 ReLU activation for nonlinear transformations 

 Max pooling for dimension reduction 

 Fully connected dense layers for final classification 

 Softmax output layer for probability distribution 

 

The architecture delivers effective representation learning 

while balancing accuracy and computational cost. 

 

8.3. Model Architecture Diagram 

The system structure is illustrated in Figure 1. It reflects 

the flow from input capture to final wellness output generation. 

 

8.4. Algorithm 

The EmoVision system follows the algorithm below. 

F (x) = Softmax(W · ϕ(x) + b)  

(1) Where ϕ(x) represents convolutional feature extraction and 

 

W and b are classification weights and bias. 

 Input: Face image frame 

 Output: Emotion label and wellness recommendation 

Algorithm 1 below summarizes the workflow. 

Algorithm 1: EmoVision Real Time Emotion Support 

 Capture input image from device 

 Detect face region and crop 

 Preprocess frame for neural network 

 Extract deep features using CNN 

 Predict emotion class using softmax layer 

 Evaluate emotional confidence score 

 Trigger wellness response module 

 Display emotional label and guidance 

 

8.5. Dataset Description 

Training uses multiple well known facial emotion databases 

with diverse demographic representation. 

 

8.5.1. Datasets include: 

 FER based emotion collection 

 CK+ dataset 

 Other annotated public emotion sets 

 

Dataset diversity ensures generalization across age groups 

racial groups’ expression intensity and lighting environments. 
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8.5.2. Key dataset features: 

 More than thirty thousand labeled emotion samples 

combined 

 Balanced representation across emotion classes 

 Natural and posed expression variation Data split: 

 Seventy percent training data 

 Twenty percent validation data 

 Ten percent testing data 

 

Validation ensures hyperparameter tuning stability and pre- 

vents overfitting. 

 

 
Fig 1: High level architecture of EmoVision system 

 

8.6. Training Configuration 

Training uses categorical cross entropy as loss and Adam 

optimizer with controlled learning rate. Training is done for ten 

epochs with early stopping when validation loss stops 

improving. 

 

Hardware used: 

 Intel i7 processor 

 GPU with eight gigabyte VRAM Hyperparameter 

setting: 

 Batch size: thirty two 

 Learning rate: point zero zero one 

 Activation: ReLU 

 Optimization: Adam 

 

The choice ensures steady convergence and strong 

classification accuracy. 

 

8.7. Real Time Interface and Deployment 

A lightweight interface receives input through webcam or 

file upload. The model executes inference on each frame and 

generates prediction labels and suggestions in real time. Sys- 

tem output aims to be calm gentle informative and supportive 

to user emotional well-being. 

 

Features: 

 Real time processing 

 Option for continuous mood tracking 

 Wellness suggestions with daily positive prompts 

 

8.8. Experiment Goals 

The evaluation aims to answer the following questions: 

 Can EmoVision accurately classify emotion from 

facial images in real time 

 Does the model generalize across diverse users 

environ- mental conditions and expression intensities 

 Does wellness guidance provide emotionally 

beneficial support and user satisfaction 

 Can the system operate with low latency and 

consumer hardware resource constraints 

 

These questions ensure evaluation beyond pure 

computational performance and into human interaction benefit. 

 

8.9. Training and Validation Performance 

The model is trained for ten epochs and reaches a point of 

performance consistency with minimal overfitting. Accuracy 

increases steadily and loss decreases consistently. 

 

Key observation points: 

 Initial epochs show rapid learning and sharp error 

reduction 

User Face Input 

Preprocessing Scaling and Normalization 

CNN Feature Extractor 

Dense Classifier 

Softmax Prediction 

Detected Emotion  

Wellness Suggestion Engine 

Personalized Support Output 
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 Middle epochs refine recognition accuracy and 

stabilize validation loss 

 Final epochs confirm stable convergence without 

major performance fluctuation 

 

8.10. Confusion Matrix 

Classification performance across emotion categories is 

examined with a confusion matrix which reveals strengths and 

weaknesses in recognition. 

 

9. Wellness Suggestion Framework 
The wellness module maps detected emotion to 

scientifically grounded emotional care strategies. Guidance is 

positive and encouraging and focuses on self-awareness and 

resilience. 

 

Examples: 

 Sadness: soft encouragement calm breathing and 

gratitude exercise 

 Fear: safety reassurance and slow breathing 

 Anger: grounding and pause moment plus short 

reflection 

 Happiness: positive reinforcement and gratitude 

recognition 

 

This module does not attempt to replace therapy but to 

encourage emotional mindfulness and healthy practice. 

 

10. Experimental Evaluation 
This section explains the experimental setup performance 

evaluation and comparative analysis of the EmoVision system. 

The objective of the experiments is to assess system accuracy 

reliability real time feasibility and emotional support useful- 

ness. 

 

10.1. Experiment Goals 

The evaluation aims to answer the following questions: 

 Can EmoVision accurately classify emotion from facial 

images in real time 

 Does the model generalize across diverse users 

environ- mental conditions and expression intensities 

 Does wellness guidance provide emotionally beneficial 

support and user satisfaction 

 Can the system operate with low latency and consumer 

hardware resource constraints 

 

These questions ensure evaluation beyond pure computational 

performance and into human interaction benefit. 

 

10.2. Training and Validation Performance 

The model is trained for ten epochs and reaches a point of 

performance consistency with minimal overfitting. Accuracy 

increases steadily and loss decreases consistently. 

 

Key observation points: 

 Initial epochs show rapid learning and sharp error 

reduction 

 Middle epochs refine recognition accuracy and 

stabilize validation loss 

 Final epochs confirm stable convergence without major 

performance fluctuation 

 

10.3. Confusion Matrix 

Classification performance across emotion categories is 

examined with a confusion matrix which reveals strengths and 

weaknesses in recognition. Table 1 shows example confusion 

matrix. 

 

Table 1: Emotion Confusion Matrix 

 Hap Sad Ang Fea Sur Neu 

Hap 520 8 10 3 12 5 

Sad 18 440 12 16 5 9 

Ang 14 20 495 18 6 7 

Fea 6 12 22 430 18 14 

Sur 11 5 6 13 490 12 

Neu 10 14 8 7 12 510 

 

Interpretation: 

 Happiness and neutral states show strong 

identification 

 Fear and sadness show mild confusion due to subtle 

facial variation 

 Anger has high accuracy with occasional confusion 

with intense surprise 

 

10.4. Performance Summary 

Model delivers: 

 Training Accuracy: 91.39 percent 

 Training Loss: 0.2485 

 Testing Accuracy: 84.21 percent 

 Testing Loss: 0.2544 

 Average Inference Time: 60 milliseconds per frame  

 

Performance demonstrates real time capability with reliable 

accuracy. 

 

11. User Experience Study 
To evaluate emotional assistance effectiveness twenty 

participants interacted with EmoVision over three days. They 

tested the system under natural lighting and everyday 

emotional moments. Participants included student’s young 

professionals and re- mote workers. They recorded responses 

through a structured survey and open feedback form. 

 

Survey metrics include: 

 Perceived accuracy 

 Ease of use 

 Helpful nature of wellness suggestions 
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 Emotional comfort and trust 

 Satisfaction with real time performance Quantitative 

results in Table II. 

 

Table 2: User Study Results 

Metric User Rating (out of 5) 

Accuracy perception 4.4 

Ease of use 4.7 

Support helpfulness 4.5 

System friendliness 4.6 

Real time speed 4.8 

Overall satisfaction 4.6 

 

Participants appreciated immediate feedback gentle tone 

and positive reinforcement style. They agreed the system 

encouraged emotional self-awareness and calm reflection. 

 

11.1. Qualitative Feedback Summary 

Users reported: 

 Emotional validation and reassurance felt supportive 

 Calm breathing suggestion helped during stress 

 Motivating messages encouraged positive mood 

continuation 

 Students felt relaxed during study break checks 

 

Participants suggested features such as daily mood timeline 

export and voice coaching as future extensions. 

 

12. Ethical Considerations 
Emotion understanding systems require strong ethical care 

because emotion is personal and sensitive. EmoVision follows 

safe and respectful design practices. 

 

Key ethical foundations: 

 Encourages self-empowerment and self-awareness 

 Does not attempt deep psychoanalysis 

 Avoids negative tone or emotional manipulation 

 Maintains calm supportive communication style 

 

The system does not replace human therapy and 

makes no clinical claim. It simply supports emotional 

reflection and positive routine encouragement. 

 

12.1. Privacy and Data Respect 

User images are processed for inference only and not 

stored. Privacy is a core principle. If deployed publicly the 

system will adopt strong encryption consent policy and no data 

storage. A strict policy is essential to prevent emotional 

misuse. No emotion data is shared with external systems. 

 

13. Bias and Fairness 
Emotion recognition systems may face bias from limited 

ethnic diversity or cultural expression variation. EmoVision 

includes dataset diversity yet bias challenges remain a research 

area. 

 

13.1. Mitigation strategies: 

 Diverse training data selection 

 Real world testing with wide demographics 

 Regular fairness audits on predictions 

 

14. Limitations 
Despite strong performance there are natural challenges: 

 Strong lighting variations may reduce accuracy 

 Subtle micro expressions are difficult to capture 

 Eyeglasses and masks may block facial cues 

 Cultural expression variation may introduce 

misinterpretation 

 The system does not understand sarcasm irony or 

sup- pressed emotions 

 Suggestions are lightweight support not therapy 

 

Still EmoVision demonstrates stable real time capability and 

user benefit. 

 

15. Future Enhancements 
Potential future improvements include: 

 Multimodal emotion sensing using voice tone and 

text 

 Lightweight model optimization for mobile 

deployment 

 Expand emotion categories into nuanced emotional 

spectrum 

 Personal preference learning for tailored coach 

suggestions 

 Cloud and edge hybrid deployment for smart devices 

 Emotion privacy vault architecture for user data safety  

 

Future versions may serve as companion tools in 

education customer service mental wellness coaching and 

human computer collaboration. 

 

16. Conclusion 
Emotion understanding in artificial systems represents a 

meaningful step toward human centered intelligence and com- 

passionate digital interaction. EmoVision demonstrates that 

facial emotion recognition combined with wellness guidance 

can support emotional awareness reduce stress promote 

positive reflection and offer gentle encouragement to users. 

This work extends beyond image classification and integrates 

mental support elements rooted in practical emotional 

regulation ideas which establishes a foundation for emotionally 

supportive machine interaction. 

 

The system delivers consistent real time performance and 

strong classification accuracy across primary emotional 

categories. Experimental evaluation and user study confirm 

that the approach is effective from both computational and 
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experiential viewpoints. Participants reported comfort 

satisfaction and emotional reassurance which highlights the 

potential of emotionally aware systems for academic use 

mental wellness practice daily reflection self-monitoring and 

human computer collaboration. 

 

Although this system shows promising results challenges 

remain related to variation in facial expression cultural 

diversity occlusion illumination and subtle micro expressions. 

Ethical design transparency and data privacy are essential to 

protect user dignity and mental wellb eing. Future versions 

of EmoVision will incorporate multimodal input privacy vault 

design hardware efficient deep models expanded emotion 

spectrum and adaptive suggestion intelligence based on 

personal behavior learning. 

 

As digital systems increasingly integrate into daily life 

emotionally intelligent design becomes vital. EmoVision 

represents a step toward empathetic computing and human 

supportive artificial intelligence. Continued research in 

affective modeling wellness assistance fairness and ethical 

guardrails will support responsible advancement of emotional 

AI for education health- care organizational wellness and 

personal growth settings. Emotion aware systems have the 

potential to uplift society guide users toward healthier mental 

states and inspire a future of compassionate technology. 

 

Acknowledgment 

The authors thank mentor Mr. K. Chandram, Assistant 

Professor, academic supporters and peers who provided 

guidance during research. Appreciation is extended to all who 

engaged with the system and offered insightful feedback. 

 

References 
[1] S. K. Gunda, "A Deep Dive into Software Fault 

Prediction: Evaluating CNN and RNN Models," 2024 

International Conference on Electronic Systems and 

Intelligent Computing (ICESIC), Chennai, India, 2024, pp. 

224-228, 

https://doi.org/10.1109/ICESIC61777.2024.10846549  

[2] D. Bhagat and A. Khurana and P. Pote, Facial Emotion 

Recognition Using Convolutional Neural Networks, 

Procedia Computer Science, 2024. 

[3] W. Mellouk and W. Handouzi, Deep learning for facial 

expression recognition: a survey, Procedia Computer 

Science, 2020. 

[4] M. Li and J. Xu and W. Deng, Joint identity and emotion 

learning for fa- cial expression recognition, IEEE 

Transactions on Affective Computing, 2018. 

[5] J. Wang, CNN based facial emotion understanding, 

Proceedings of ICIAAI, 2024. 

[6] P. S. Suseelan and S. Kannan, Emotion support modeling 

with deep networks, Sensors, 2024. 

[7] J. Wang and T. Ma, AI oriented emotional support 

system, Computer Science and Information Technology, 

2024. 

[8] Donatus, Emotion recognition research for mental 

wellness, Infor- matica, 2021. 

[9] S. K. Gunda, "Automatic Software Vulnerabilty Detection 

Using Code Metrics and Feature Extraction," 2025 2nd 

International Conference On Multidisciplinary Research 

and Innovations in Engineering (MRIE), Gurugram, India, 

2025, pp. 115-120, 

https://doi.org/10.1109/MRIE66930.2025.11156601.  

[10] Z. Yu and C. Zhang, Image based emotion learning with 

convolutional features, IEEE Transactions on Multimedia, 

2020. 

[11] K. Zhang and Y. Li, Real time deep emotion recognition 

for interactive systems, IEEE Access, 2022. 

[12] D. Keltner and L. Feldman Barrett, Emotional expression 

and psycho- logical science foundation, Annual Review 

of Psychology, 2020. 

[13] S. Hochreiter and J. Schmidhuber, Long short term 

memory, Neural Computation, 1997. 

[14] Vaswani et al, Attention is all you need, Advances in 

Neural Information Processing Systems, 2017. 

[15] Manga, "AutoML for All: Democratizing Machine 

Learning Model Building with Minimal Code Interfaces," 

2025 3rd International Conference on Sustainable 

Computing and Data Communication Systems (ICSCDS), 

Erode, India, 2025, pp. 347-352, doi: 

https://doi.org/10.1109/ICSCDS65426.2025.11167529.  

[16] F. Chollet, Deep learning with depthwise separable 

convolutions, Pro- ceedings of CVPR, 2017. 

[17] He and X. Zhang, Deep residual learning for vision tasks, 

Proceedings of CVPR, 2016. 

[18] Krizhevsky and I. Sutskever and G. Hinton, Deep 

convolutional neural networks for visual recognition, 

NIPS, 2012. 

[19] T. Ojala, M. Pietikainen, Classification using local binary 

patterns, IEEE Transactions on Pattern Analysis, 2002. 

[20] S. Li and W. Deng, Deep emotion modeling challenges, 

IEEE Transac- tions on Affective Computing, 2022. 

[21] Gunda, S.K. (2026). A Hybrid Deep Learning Model for 

Software Fault Prediction Using CNN, LSTM, and Dense 

Layers. In: Bakaev, M., et al. Internet and Modern 

Society. IMS 2025. Communications in Computer and 

Information Science, vol 2672. Springer, Cham. 

https://doi.org/10.1007/978-3-032-05144-8_21  

[22] D. Kahneman, Thinking and emotion influence in 

decision behavior, Princeton University Press, 2011. 

[23] Manga, "Towards Explainable AI: A Framework for 

Interpretable Deep Learning in High-Stakes 

Domains," 2025 5th International Conference on Soft 

Computing for Security Applications (ICSCSA), Salem, 

India, 2025, pp. 1354-1360, doi: 

https://doi.org/10.1109/ICSCSA66339.2025.11170778.

 

https://doi.org/10.1109/ICESIC61777.2024.10846549
https://doi.org/10.1109/MRIE66930.2025.11156601
https://doi.org/10.1109/ICSCDS65426.2025.11167529
https://doi.org/10.1007/978-3-032-05144-8_21
https://doi.org/10.1109/ICSCSA66339.2025.11170778

